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Abstract. Ion beams supplied by the 3MV Tandem accelerator of LABEC laboratory (INFN-Firenze),
have been used to study the feasibility of irradiating materials with ion fluences reproducible to about
1%. Test measurements have been made with 7.5 MeV 7Li2+ beams of different intensities. The fluence
control is based on counting ions contained in short bursts generated by chopping the continuous beam
with an electrostatic deflector followed by a couple of adjustable slits. Ions are counted by means of a
micro-channel plate (MCP) detecting the electrons emitted from a thin layer of Al inserted along the
beam path in between the pulse defining slits and the target. Calibration of the MCP electron detector is
obtained by comparison with the response of a Si detector.

1 Introduction

The thermoluminescence of materials such as quartz, amorphous silica and feldspars has been used for a long time to
measure ionizing radiation dose in different fields such as environmental dosimetry [1], dosimetry of radio-therapeutic
beams [2] and, more recently, in archaeometry, in most cases for dating purposes [3]1. The refinement of these mea-
surements demands more and more accurate calibrations of the dosimeters: to this aim a lot of measurements have
been performed with different kinds of radiations at different energies and with different fluences [4, 5]; also possible
dose rate effects have been investigated [6]. In this framework the present paper reports a preliminary study on the
feasibility of irradiating materials with total fluences in the range (105–1011) cm−2 measured on line with a precision
of the order of 1%.

In sect. 2 the irradiation technique, based on a pulsed beam, is briefly described. In sect. 3 the measure of the
fluence by means of a MCP which detects the electrons emitted from a layer of Al placed on the beam path is presented
together with the calibration of the Al layer plus MCP assembly by comparing its response with that of a Si detector.
In sect. 4 a set of measurements performed with a beam intensity variation of about 35% is presented. Some comments
about very preliminary measurements of smaller statistics with oxygen and proton beams are also reported.

2 Main features of the experimental set-up

The irradiation technique makes use of ion bursts generated by the transitions of an electrostatic deflector (DEFEL in
the following) installed in a beam line of the Tandem of LABEC [7,8]. Following the voltage transitions of the deflector,
only for short time intervals a small number of ions passes through an adjustable aperture placed downstream and
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1 As is well known, the thermoluminescence of quartz is widely used for dating inorganic samples of ages from less than 100 to

250000 years. Since the average absorbed dose due to α particles of the natural series of U and Th (rough mean energy 4 MeV)
is about 2 mGy per year [3], the quoted range of dating corresponds to average doses between (0.2 and 500)Gy. Referring to a
volume of 1 cm × 1 cm × 15 μm (range of α particles) one needs fluences in the range 106–109 cm−2.
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Fig. 1. Experimental setup. The MCP detector assembly can be moved vertically from the measurement position to another
one not interfering with the beam path. For calibration and test measurements a Si detector can be moved to replace the target.

hits the target. Targets are mounted inside a vacuum chamber on a frame movable along the x and y axes, the z-axis
being the beam path. Step motors drive the (x, y) displacements (±20 cm) with a reproducibility within few microns.
The operation and the performance of DEFEL are presented in details in refs. [9,10]. Here, only the characteristics of
interest for the present application are recalled: 1) the pulse repetition frequency can be chosen from single shot up
to 10 kHz; 2) the mean number of ions per burst (μ) can be varied from < 1 up to many hundreds; 3) the duration
of the bursts (FW1/10M) is typically in the range (0.5–5.0) ns; 4) the area of the beam on target can be set from
100μm × 100μm up to 3mm × 3mm; 5) for a steady beam current the number of ions per burst follows the Poisson
statistics.

In case of constant beam current that generates bursts of a mean value μ of ions per burst, the simplest procedure
for irradiating a sample with a precise fluence makes use of a previous irradiation of a Si detector. In fact, because of its
good energy resolution, the Si detector shows well separated peaks corresponding to bursts of different ion multiplicity
m so that a precise counting of the ion number impinging on the detector is easily obtained. In practice, first the Si
detector is irradiated with a predetermined number of bursts, afterwards the sample is irradiated with the planned
number of bursts and the fluence is obtained by a simple scaling procedure. However, also in case of modest fluences,
the irradiation time could be so long that a beam current stability better than 1% cannot be guaranteed, so it seems
useful to devise a technique for measuring the fluence during the irradiation.

As shown in fig. 1, the measurement of the fluence relies on the presence of a foil centred on the beam axis at a
distance of 70mm before the target, and tilted at an angle of 45◦. This foil consists of a 1.5μm supporting mylar foil
with a 20 nm Al layer deposited on the side facing the MCP. Ions passing through the Al layer release electrons which
are detected by a 2-stages MCP2 whose input electrode is at a distance of 50mm from the foil and parallel to it. The
assembly of the Al layer plus MCP constitutes the electron detector which, for short, in the following will be referred
to as MCP detector. This assembly is mounted on a pantograph which can be moved by a step motor along the vertical
axis. In this way, before a calibration measurement, the foil can be removed from the beam path and the Si detector
can record the spectrum of bursts impinging directly on it. The comparison of this spectrum with that recorded in
the presence of the foil makes it possible to measure the energy loss of the ions traversing the foil from the difference
in peak positions. In this way the final energy Ef of 7.5MeV 7Li2+ ions was measured to be (6.67 ± 0.02)MeV.

It should be emphasized that also the calibration of the MCP detector takes advantage of the energy resolution
of the Si detector, which makes it possible both an easy counting of ion bursts passed through the foil and a precise
measurement of their energies (that means ion multiplicities). Concerning the MCP detector, the voltage accelerating
electrons emitted by the foil toward the grounded MCP input electrode, was set to −500V, while the standard voltage
distribution was used for biasing the MCP: 1 kV per stage and 400V between anode and MCP output electrode.

3 MCP detector calibration

As already said, the calibration is made by comparing the response of the MCP detector with that of a Si detector3
placed at the target location. A typical measurement run consists of a predetermined number of DEFEL triggers
starting the acquisition of a digitizer4 that samples the anode pulses of the MCP (FWHM of about 5–6 ns after the

2 Hamamatsu mod. F4655-12: effective area � 1.65 cm2, gain (at 2.4 kV) � 5.107, resolution 50%.
3 Hamamatsu mod. S3590-04: effective area 1 cm2, thickness 300 μm, no window.
4 CAEN mod. V1720: 8 channels (single-ended input), range ±1000 mV, offset ±1000 mV, input filter bandwidth 125 MHz,

resolution 12 bit (10.5 enob), sampling rate 250MS/s, memory 1.25 MS/ch.
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Fig. 2. Amplitude spectrum of the Si detector showing peaks with ion multiplicity m = 1, . . . , 9.

Fig. 3. Poissonian fit of the ions number distribution in the peaks of fig. 2.

digitizer) and the coincident output signals of the Si detector processed by a charge preamplifier followed by a semi-
gaussian amplifier (shaping time 0.5μs). The couples of digitized waveforms compose the events which are stored in
a mass memory for off-line analysis. Each single acquisition lasts 32μs (8000 samples), the first 14μs being used for
baseline evaluation.

Figure 2 shows the Si detector spectrum of the calibration measurement, which was the first one of a set of 5 test
measurements presented in detail in the following. The spectrum, corresponding to 10000 trigger signals, was obtained
by applying a numerical integration in an interval of 1.2μs (300 samples) centred around the peak of the shaped signal.

Moreover, as shown in fig. 3, the number of counts per peak (every peak corresponding to a given multiplicity m,
that means to an integer number of ions per burst) follows a Poisson distribution with a mean value μSi = 3.817±0.021
ions per burst. In agreement with the Poisson distribution, about 240 events with no ions are observed.

In fig. 4(a) the corresponding amplitude spectrum obtained from the anode signals of the MCP detector is reported.
A numerical integration was applied also to these signals: in this case the integration time from the beginning of the
signal lasted 100 ns (25 samples). At variance with the Si detector spectrum, this one does not show resolved peaks
of well-defined amplitude (i.e. number of ions) mainly because of the small number of electrons per ion emitted by
the Al layer and also of the poor resolution of the MCP. However, the unresolved components of different multiplicity
contributing to the spectrum can be easily singled out by means of their coincidence with the corresponding signals
of the Si detector. Part (b) of fig. 4 shows the amplitude distributions of some of these components.

Other four test measurements, made with μSi mean values ranging from 3.777 to 5.070, show that the mean Bm

of the amplitude distribution corresponding to the multiplicity m is independent of μSi. So the mean BT of any total
spectrum of mean multiplicity μ can be written down as BT =

∑
m Wm(μ)Bm where the weight Wm is given by the
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Fig. 4. (a) Total amplitude spectrum of the MCP detector: no peaks are apparent. (b) As an example the amplitude distributions
of the components of multiplicity 1, 3, 5, 7 are shown.

integral of the corresponding distribution (see fig. 4(b)). These integrals coincide, within the statistical errors, with
the Poissonian weights.

The calibration procedure is based on the construction of the MCP detector amplitude distributions, corresponding
to mean values μ of ions per burst ranging from 0.5 to 5.0 (step 0.5). For any selected μ value, the number of events
expected for each multiplicity is given by the Poisson statistics and its amplitude distribution is taken from the
distributions of fig. 4(b). The weighted sum of the amplitude distributions of all multiplicities (with non vanishing
number of events) gives the expected total spectrum of the MCP detector for the considered μ value. As shown in
fig. 5, the mean values BT of these total amplitude spectra, taking into account also the events with no ions, come
out to be in linear relationship with the μ values: BT = Kμ. This establishes the calibration of the MCP detector. It
should be observed that the K factor depends on several factors: the electron yield of the Al foil and, therefore, the
ion type and its stopping power (Kfoil), the MCP and its applied voltage (KMCP ), the attenuation and bandwidth
limit in the transmission of signals to the digitizer (Kel), the conversion gain of the digitizer (KD) and the software
treatment of the digitized signals (Ksoft), that means

K = KfoilKMCP KelKDKsoft. (1)
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Fig. 5. Relationship among mean values BT of the calculated energy spectra of the MCP detector and mean values μ (see
text).

This factor is a constant depending only on the chosen operating conditions.
In a true measurement, after calibration, each sample is irradiated with bursts from N triggers and, at the same

time, the amplitude spectrum of the MCP detector is collected. By entering the mean of this spectrum in fig. 5, the
associated μ value is found and the fluence is given by Nμ.

Moreover, a measurement during which the beam current (and consequently the mean value μ) changes appreciably
may be interpreted as the sum of shorter measurements, each with a well defined mean value. As a consequence, the
calibrated MCP detector, which gives a real time response even in case of “rapidly” changing μ values, makes it possible
to correctly measure the fluence rate and the total fluence. As a matter of fact, this means that for a given ion-beam
of determined energy, and for a given K factor, after calibration, it is possible to calculate the fluence deposited on the
sample, as the product of the mean value μ from BT of the measured spectrum and the number of triggers selected in
the run. The corresponding dose can then be obtained after measuring the energy loss of the ions inside the foil. It is
worth to stress that this result is strictly related to the 100% efficiency of the MCP detector and that all the recorded
blank events are of Poissonian origin.

4 Results and discussion

As a check, the procedure was applied to 4 runs, each of 104 triggers, taken after the run used to construct the
calibration curve of fig. 5. The results are presented in table 1. Columns 3 and 4 show a nice agreement among μ
values derived from BT (column 2) by means of the calibration curve taken from run 1 and μSi values directly measured
by the Si detector. The largest difference comes out for the run 2, but it is still better than 1%, as it can be seen
from the last column. In each run the average dose delivered to the Si detector (within the beam spot size of about
1mm × 1.5mm) was in the range (790–1050) mGy.

Table 1. Mean values of the ion number per burst obtained from the BT value and the calibration curve of MCP detector,
compared with the value given by the Si detector.

Run number BT μMCP μSi [μMCP − μSi]/μSi

1 1381 ± 8 3.823 ± 0.024 3.817 ± 0.021 +0.16%

2 1374 ± 8 3.808 ± 0.024 3.777 ± 0.021 +0.82%

3 1619 ± 9 4.487 ± 0.027 4.497 ± 0.024 −0.22%

4 1820 ± 9 5.044 ± 0.028 5.070 ± 0.026 −0.51%

5 1726 ± 9 4.784 ± 0.025 4.785 ± 0.025 −0.02%
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Here we can prove that the method works also in case of beam current variations or beam instabilities. During
each of the 5 runs the beam current was substantially stable, but it differed in the different runs. We can consider
runs 2, 3, 4, 5 as a unique longer run during which the current changed of about 35% throughout the measurement.
For this unique run we obtain μSi = 4.532 ± 0.013 and μMCP = 4.533 ± 0.024.

An agreement similar to that obtained with the lithium ions has been found in a series of measurements performed
with a 10MeV beam of 16O4+: in particular a 100% detection efficiency of the MCP detector was again found. The
calibration curve for 16O4+ is a linear function as in the case of 7Li2+, with a χ2/ndf of 7.5/8 and a slope of 376 ± 3.

Measurements with 4He beams, directly usable e.g. for calibration of archaeometry studies, were planned but post-
poned to a future run after the planned upgrading of the source of the Tandem. A preliminary series of measurements
with 1MeV proton beam put in evidence that the detection efficiency is in this case smaller than 100% up to burst of
multiplicity m � 5. In these conditions, the calibration procedure discussed in sect. 3 must be modified to take into
account the undetected ions.

5 Conclusions

This work suggests the feasibility of precise measurements of fluence also in the presence of large fluctuations of the
beam current. In irradiation measurements with quartz samples or with other kinds of target materials the system
is expected to provide the chosen dose with high accuracy. New series of test measurements will be carried out with
different ion species, especially with protons, in order to test the method under critical conditions and to optimize the
calibration procedure also for this case. Besides, as the method allows a simultaneous measurement of the dose during
the irradiation, the system will be upgraded in order to monitor the MCP integral spectra and to evaluate on-line the
corresponding mean. This will allow to compensate for possible fluctuations in the average multiplicity of the bunches
by increasing or decreasing the duration of the measurement.

The authors would like to warmly thank Dr. A. Olmi for the critical reading of the manuscript and M. Manetti for his valuable
technical collaboration.
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