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Abstract. The recent reduction of laser pulse duration down to the attosecond regime offers unprecedented
opportunities to investigate ultrafast changes in the electron density before nuclear motion sets in. Here,
we investigate the hole dynamics in the Caffeine molecule that is induced by an ionizing XUV pulse of
6 fs duration using the approximate time-dependent density functional theory method TD-DFTB. In order
to account for ionization in a localized atomic orbital basis we apply a complex absorbing potential to
model the continuum. Propagation of the time-dependent Kohn–Sham equations allows us to extract the
time-dependent hole density taking the pulse shape explicitly into account. Results show that the sudden
ionization picture, which is often used to motivate an uncorrelated initial state, fails for realistic pulses. We
further find a strong dependence of the hole dynamics on the polarization of the laser field. Notwithstanding,
we observe fs charge migration between two distant functional groups in Caffeine even after averaging over
the molecular orientation.

1 Introduction

Time-dependent density functional theory (TD-DFT)
[1], as pioneered by Eberhard Groß, had an impact
on the modeling of electronic excited states that is
difficult to overestimate. Typical applications range
from the routine determination of molecular absorp-
tion spectra (where TD-DFT has become an in-silico
characterization tool even for experimental chemists),
over the investigation of charge transfer in pho-
tovoltaic and energy conversion materials [2], up
to the real-time observation of carrier dynamics in
solids [3].

Meanwhile, progress in the development of ultrashort
lasers sources brought the experimentally accessible time
scales down to a regime that can be easily dealt with
in TD-DFT simulations. The transition of ps to fs laser
pulses marked the advent of femtochemistry [4], which
enabled the tracking of nuclear motion. More recently,
attosecond (as) XUV laser pulses obtained from high-
harmonic generation can even elucidate the faster electron
dynamics in pump-probe experiments on molecules of
increasing complexity [5–9].
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One of the genuine electronic phenomena that
received a lot of attention in this context is termed
charge migration [10], which is the few or sub-fs oscillation
of positive charge along a molecular backbone. The effect
is initiated by an ionizing laser pulse that prepares the
system in a non-stationary state. If the cationic wave
function can be written as a superposition of molecular
orbitals of largely differing localization, the resulting hole
dynamics might feature nearly instantaneous displace-
ments over large distances. The experimental detection
of charge migration is difficult since it requires an excep-
tional degree of temporal and spatial resolution. It is
typically performed in an indirect fashion recording for
example the shift in site specific absorption spectra [6] or
molecular fragment distributions [9]. Theoretical simula-
tions are called for in such a situation and, in fact, early
calculations by Cederbaum and co-workers elucidated the
principle origin of charge migration [10–12]. In many later
studies it was assumed that the state right after ioniza-
tion can be approximated by a single determinant for the
neutral molecule from which a given molecular orbital is
removed to imitate the sudden ionization by high energy
pulses [12–14]. This is questionable especially in the DFT
context, where the physical meaning of the auxiliary
Kohn–Sham orbitals is rather unclear. More important
is the fact that the choice which orbital to remove needs
to be based on the actual pulse profile and the detailed
ionization probabilities. Efforts towards the construction
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of more realistic initial states beyond the single-particle
picture have been put forward only recently [15].

In this contribution, we follow this direction and present
a method to quantify charge migration that is completely
formulated in the time domain and takes the temporal
pulse profile fully into account. The working equations are
given for conventional TD-DFT in an atomic orbital basis.
The implementation and later numerical simulations are
however carried out using TD-DFTB, a more approximate
variant of TD-DFT to speed up the calculations. One con-
sequence of including the actual laser field is that the hole
dynamics are influenced by the molecular orientation, a
fact that has not been discussed previously. This implies
that a large number of trajectories has to be computed to
simulate molecular beam experiments with random molec-
ular orientation. TD-DFTB with its much lower numerical
footprint allows to converge the relevant averages easily.

2 Time domain TD-DFTB and hole
dynamics

Here we summarize the working equations of the real-time
TD-DFTB method. Details on the derivation [16,17] and
the general accuracy of the method [18–20] are available
in the literature. We work in atomic units if not specified
otherwise. The starting point of the method are the time-
dependent Kohn–Sham equations

i
∂

∂t
|ψi(t)〉 = Ĥ|ψi(t)〉, (1)

where the time-dependent Kohn–Sham states |ψi(t)〉 are
expanded in a linear combination of atomic orbitals |φµ〉
centered on the atomic positions RA:

ψi(r, t) =
∑
µ

bµi(t)φµ(r−RA). (2)

In this basis, the DFTB Hamiltonian is given by

Hµν = H0
µν +

1

2
Sµν

∑
C

(γAC + γBC)∆qC(t),

µ ∈ A, ν ∈ B. (3)

DFTB is derived from an expansion of the DFT total
energy around a given reference density ρ0 (usually a sum
of precomputed atomic densities) [16,21]. The zero-order
term in this expansion gives rise to the term H0, while
γ represents the electron-electron interaction in second
order. S denotes the overlap matrix, while qA(t):

qA(t) =
1

2

N∑
i=1

∑
µ∈A,ν

(
b∗µi(t)bνi(t)Sµν

+ b∗νi(t)bµi(t)Sνµ) , (4)

are atomic Mulliken charges.
The term ∆qA(t) in equation (2) is given by the differ-

ence of qA(t) and the number of valence electrons in the

Fig. 1. DFTB lowest energy conformer of caffeine.

respective element. TD-DFTB incorporates the electron
dynamics at the level of self-consistently updated charges
instead of the full density as in conventional TD-DFT cal-
culations. In this study we use the mio-0-1 Slater-Koster
set [21] that contains H0 and S evaluated for the PBE
[22] exchange-correlation functional in tabulated form.

The target system for the numerical studies presented
here is caffeine (C8N4O2H10) (Fig. 1), which features sev-
eral functional groups that can possibly localize the hole
density. Our choice is mainly motivated by the fact that
pump-probe experiments for this system are currently car-
ried out in our laboratory. Caffeine has several isomers
that are characterized by rotations of the methyl groups
and the various resulting H-bonding patterns with the car-
bonyl group oxygens. Ground state DFT simulations by
Singh [23] indicate that the six lowest energy conformers
are separated by only ≈ 6 kJ/mol and should therefore all
be populated at room temperature. In the present study
we focus on the lowest energy conformer at the DFTB
level of theory depicted in Figure 1.

As a first application, we compute the hole dynam-
ics in the sudden ionization limit [13], which is often
employed in studies of charge migration [10,12,14]. To this
end we first compute the electron density for the neu-
tral N-electron system (ρN (r)) and remove one electron
from a given molecular orbital (MO) in the correspond-
ing Kohn–Sham determinant. This configuration is then
taken as initial state for the propagation according to
equation (1), which we perform using a norm-conserving
Cayley algorithm with a time step of 2 au for a total of
80 fs. The time-dependent charge density is computed as
ρN−1(r, t) =

∑
i ni|ψi(r, t)|2 with

∑
i ni = N −1 and used

to evaluate the hole density according to

ρhole(r, t) = ρN (r)− ρN−1(r, t). (5)

Figure 2 presents results for ionization out of selected
MO. Shown is the hole charge on various functional groups
that are defined in Figure 1. The hole charges are obtained
from the density according to a Mulliken partitioning.

The first observation is that initially the hole is often
localized on a specific functional group, which simply
reflects the localization of the corresponding MO. This is
followed by an ultrafast relaxation towards the rest of the
molecule in less than 0.1 fs. This finding is in line with the
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Fig. 2. Hole charges on various functional groups for sudden ionization out of MO n, for n = 25, 30 and 32. The index n labels
valence orbitals with increasing orbital energy, the highest occupied molecular orbital (HOMO) having n = 37.

“universal time scale” for hole relaxation of 50 as, put for-
ward by Breidbach and Cederbaum [24]. After the initial
phase, the hole oscillates between different moieties of the
molecule with different periods for the different ionized
MO. As well known (see e.g. [10]), these dynamics origi-
nate from the fact that the initial state is not an eigenstate
of the N − 1 particle system and consequently character-
istic quantum beats are observed. As seen in Figure 2,
the hole dynamics for ionization out of different MO is
completely different, both in terms of localization and
temporal profile. It is therefore difficult to extract any
further information without the precise knowledge of the
ionizing laser pulse profile.

3 Complex absorbing potentials

In order to describe ionization in the present atomic
orbital framework, we rely on the heuristic approach
introduced by Klamroth and co-workers [25]. The basic

idea is to add a purely imaginary potential ∆V̂ to the
Hamiltonian:

∆V̂ =
i

2

∑
{k: εk>0}

Γk|ψ̄k〉〈ψ̄k|. (6)

Here |ψ̄k〉 is an eigenstate of the Kohn–Sham Hamilto-
nian for the N -particle system with orbital energy εk
and the sum runs over all unbound molecular orbitals
with positive energy. The effect of this complex absorb-
ing potential (CAP) is twofold. First, electrons excited to
unbound orbitals will be drained from the system at a rate
Γk. Second, the unbound levels are broadened and mimick
in this way a continuum of states. As a result the ioniza-
tion probability becomes a smooth function of the ionizing
laser frequency. The rates Γk are further approximated
as Γk =

√
εk/d, where d is an empirical parameter. Since

classically an electron in orbital k has a velocity
√
εk, the

parameter d can be interpreted as an escape length [25]. In
the original article a value of d = 1 au was proposed. Using
this choice, Sonk and Schlegel [26] found good agreement
with experiment for the ratios of ionization rates of sev-
eral polyenes. We therefore adhere to this value also in the
present study.

While this approach offers the advantage of conceptual
simplicity and ease of integration in every real-time elec-
tronic structure code that employs atomic orbitals, there
are certainly also several disadvantages that should be
mentioned. To start with, the unbound states are given
as a linear combination of localized orbitals that do not
resemble the plane wave characteristics of free, ionized
electrons. Moreover, the ionization rates are obtained from
a heuristic argument. Other choices for Γk are possible
[27–30] and will lead to different ionization probabilities.
Another drawback is based on the well known fact that
Kohn–Sham orbital energies for conventional local/semi-
local exchange-correlation functionals do not correspond
to quasiparticle energies, i.e., the energies for electron
removal or electron addition accounting for density relax-
ation. In fact, conventional functionals like the PBE used
in this study exhibit a wrong asymptotic behaviour of
the Kohn–Sham potential (see e.g. [31]). This leads to an
underbinding of the outermost electrons and a strong vio-
lation of Koopmans’ theorem. Specifically, the negative of
the energy of the highest occupied MO underestimates the
experimental ionization potential (IP) significantly. This
is also the case for DFTB. We obtain −εHOMO = 5.48 eV,
while the measured IP is 7.95 eV [32]. To circumvent this
problem, we evaluate Γk by a rigid downwards shift of
the DFTB orbital spectrum by this energy difference. As
a result, MO 38 to MO 41 are unoccupied but bound in
the ground state, while the remaining 25 orbitals repre-
sent the final states for ionization. Such a spectral shift
is common practice in the DFT based computation of
photoelectron spectra but serves only as ad-hoc solution
for the underlying shortcomings of current functionals
[33–35]. The recent development of range-separated func-
tionals with proper asymptotic behaviour offers a better
starting point [31,36–38]. While these functionals are now
also available for the DFTB method [39–42], they are
not yet incorporated in the present real-time TD-DFTB
code.

In order to visualize the impact of the absorbing poten-
tial, we depict the absorption spectrum of Caffeine in
Figure 3. The DFTB results have been obtained by apply-
ing a short δ-like field to the molecule and taking the
Fourier transform of the induced dipole moment as dis-
cussed in references [17,43]. Results are shown with and
without the CAP defined above. In the former case, we
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Fig. 3. Caffeine absorption cross section for TD-DFTB with
and without CAP (termed iΓ ) as well as TD-DFT first
principles results (PBE) with different basis sets. The latter
are Lorentzian broadened by 0.1 eV. The broadening in the
TD-DFTB spectra arises from the finite simulation time and
the complex absorbing potential.

switch to a propagation algorithm (Euler) that is not
explicitly norm conserving and reduce the time step to
0.1 au. For illustrative purposes we also show results
for conventional TD-DFT calculations without CAP.
These simulations were carried out with NWCHEM [44]
(version 6.6) using the frequency domain Casida solver,
the PBE functional and two different basis sets (STO-3G
and 6-31G*).

The basic effect of the CAP is a strong broadening of
the high energy part of the spectrum that washes out
all fine details of the artificially discrete excited states.
In the lower energy part (around 5 eV) several excita-
tions are observed that are not affected by the CAP.
These are due to transitions to bound virtual orbitals.
For energies above the ionization potential, the broad-
ening increases due to coupling with unbound orbitals
and auto-ionizing resonances can be observed [27]. The
agreement of TD-DFTB with the first-principles calcu-
lations with larger basis is quite reasonable in the low
energy region. The large discrepancy between different
levels of theory in the region 10–30 eV however highlights
the known difficulties in obtaining continuum properties
from localized atomic orbitals. While the application of a
CAP does certainly not solve these convergence issues, it
should strongly alleviate them.

4 Pulse profile and ionization probability

In order to incorporate the ionizing laser field into our
simulations, we follow the work of Graf and Vogel [45],
who gave an expression for the Hamiltonian in minimal
coupling that is valid in the long wavelength limit:

Hµν [A(t)] = exp [i(RA −RB)A(t)]Hµν ;

µ ∈ A, ν ∈ B. (7)

Even for the XUV pulses discussed here, the radiation
wavelength is still much larger than the dimension of

Fig. 4. Experimental pulse spectrum I(ω) and fit. The inset
depicts the corresponding time dependent vector potential
A0(t).

the molecule, such that this approximation is accept-
able. Equation (7) relates the desired field dependent
Hamiltonian to the already known matrix elements of
the unperturbed one. We derive the actual vector poten-
tial from an experimental intensity spectrum I(ω). The
latter has been obtained by a HHG setup to generate
XUV pulses which has been described in detail elsewhere
[46,47]. Figure 4 depicts the intensity of the pulse in the
frequency domain. This spectrum is first fitted to a sum
of four Gaussians centered at 20.5 eV, 24 eV, 27 eV and
30 eV, respectively. Fourier transformation and integra-
tion of the signal gives rise to the vector potential A0(t)
in the inset. In the conversion we assumed that the pulse is
band-width limited and consistent with a flat phase. The
resulting field exhibits three short sub-pulses and a total
duration of roughly 6 fs. We further scale A0(t) such that
the peak intensity corresponds to 1.0 × 109 W/cm2, the
typical value found in the experiments. With these param-
eters, we solve the time-dependent Kohn–Sham equations
and extract the ionization probabilities according to the
prescription put forward by Ullrich [48] and later suc-
cessfully used to quantify ionization yields in strong-field
ionization of atoms [49].

During and after interaction with an ionizing laser
pulse, the time-dependent many-body wave function ΨN
for an N -particle system can generally be written in the
following form:

ΨN (r1, . . . , rN , t) =

N∑
k=0

∑
j

akj (t)Ψ̄kj (r1, . . . , rN ), (8)

where Ψ̄kj denotes the jth eigenstate of the field-free many-
body Hamiltonian with k electrons in the continuum and
N − k electrons attached to the molecule. The proba-
bilities for finding the system in a charge state k are
hence given by P k(t) =

∑
j |akj (t)|2. Equation (8) can be

turned into a practical scheme by further assuming that
the many-body states Ψ̄kj can be reasonably approximated
by Kohn–Sham determinants. This is clearly a significant
drawback. For weak perturbations, however, P k(t) was
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shown to be a functional of the total time-dependent den-
sity and is therefore exact in the framework of TD-DFT
[48].

Furthermore, a criterion for the association of electrons
to the continuum or to the molecule must be given. In
reference [48] this problem was solved by defining an
analyzing box V which encloses the molecule. The prob-
ability for an electron in the Kohn–Sham orbital |ψi(t)〉
to be bound is then simply given by

Ni(t) =

∫
V
|ψi(r, t)|2 d3r, (9)

and the probability for, .e.g., single ionization can be
written in the following form:

P 1(t) =

N∑
i=1

N1(t) · · · N̄i(t) · · ·NN (t), (10)

with N̄i = 1 −Ni. This approach is well adapted to grid
based TD-DFT implementations, where an analyzing box
is easily realized. For our atomic orbital scheme there
is no need to track the ejected electrons explicitly. We
evaluate Ni(t) instead by integration over all space.
Under the influence of the laser pulse, the time-dependent
Kohn–Sham states evolve into a coherent superposition of
orbitals including the unbound ones. These are associated
with the imaginary potential (Eq. (6)) which leads to a
continuous loss of norm.

Figure 5 depicts results of simulations with the pulse
form defined earlier for a polarization along the x-axis of
the molecule. The ionization probability in the first 10 fs
reflects directly the temporal profile of the pulse. After the
pulse is over, P 1 remains constant and no further ioniza-
tion takes place. For the parameters of the experimental
setup, we are still in the linear regime as the results for
doubled intensity show. This can also be quantified by
evaluating Pn(t) for n > 2, which does not exceed 10−9.
Coming back to the absorption cross sections in Figure 3,
it seems likely that DFTB overestimates the ionization
yield. In fact, the pulse is localized around 25 eV in fre-
quency space, a region where DFTB shows a much larger
cross section than the first-principles calculations with
reasonably sized basis.

5 Laser induced hole dynamics

Next, we attempt to evaluate the electron density of the
cation from the time-dependent Kohn–Sham state. The
approach presented here is very similar to the work of
Lara-Astiaso et al. [15], who use time-dependent pertur-
bation theory together with multicenter B-spline basis
functions to model the continuum. Apart from this dif-
ferent treatment of the continuum states, we obtain the
time-dependent Kohn–Sham states from numerical real-
time propagation which is in principle also valid in the
high intensity limit.

First, we construct a density matrix for the (N −1) par-
ticle system by tracing over the unbound single-particle

Fig. 5. Probability of single ionization P 1(t) for light
polarization along the x-axis and different intensities. For
I = 1.0 × 109 W/cm2 approximately 4.5× 10−5 electrons leave
the system.

Kohn–Sham states:

Γ̂N−1(t) =
1

F

∑
{k: εk>0}

〈ψ̄k|ΨN (t)〉〈ΨN (t)|ψ̄k〉, (11)

where the normalizing factor F ensures that the density
integrates to the correct number of particles. Assuming
further that the time-dependent many-body state |ΨN (t)〉
can be approximated by the Kohn–Sham determinant
|ψ1(t), . . . , ψN (t)〉, one arrives at the following expression
for the cationic electron density ρN−1:

ρN−1(r, t) =
1

F


N∑
i=1

Dii

N∑
j=1

j 6=i

|ψj(r, t)|2

+

N∑
i=1

N∑
j=1

Dijψ
∗
i (r, t)ψj(r, t)

 , (12)

with F = N tr(D)/(N − 1). The matrix D is defined by
the expansion of the time-dependent Kohn–Sham states
into the set of ground state Kohn–Sham states:

|ψi(t)〉 =

N∑
k=1

dik(t)|ψ̄k〉 (13)

Dij =
∑

{k: εk>0}

d∗ik(t)djk(t). (14)

Equation (12) can be used to evaluate the hole density as
done previously (Eq. (5)), but this time the ionizing pulse
profile is fully taken into account.

One consequence of this explicit inclusion is a strong
dependency of the observed hole dynamics on the light
polarization. In fact, a certain molecular orbital i con-
tributes strongly to the hole density if the transition
amplitude dik to a continuum state is sizable. This in
return is based on the dipole matrix elements between
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Fig. 6. Hole charges on various functional groups after ionization with a 10 fs laser pulse with intensity I = 1.0 × 109 W/cm2.
The left plot show the results for laser polarization in the x-direction, the middle plot the same for polarization in the y-direction,
while the right plot show the orientational average over 180 trajectories. The green line serves as guide to the eye for the partial
hole charge on the N2CH group.

these states and hence very dependent on the orienta-
tion of the molecule with respect to the polarization of
the laser. Given that Caffeine is randomly oriented in the
molecular beam, we therefore have to average the hole
density over the possible realizations of the polarization.1

Figure 6 shows an average over 180 trajectories with vary-
ing polarization in the molecular xy-plane for a fixed
intensity of I = 1.0 × 109 W/cm2. We do not consider
excitation in z-direction since it does not lead to appre-
ciable ionization. As can be seen, the resulting charge
dynamics do not resemble the results for sudden ionization
out of an individual molecular orbital. Instead, the hole
dynamics is given by a complex superposition of these
traces governed by the shape and temporal profile of the
laser pulse. Interestingly, one still observes oscillatory fea-
tures even after averaging. The charge on the N2CH group
migrates mostly to the 2CO group on a time scale of
roughly 7 fs. We note that the hole dynamics remains vir-
tually unchanged when we double the pulse intensity. This
indicates that the projection on the N − 1 particle state
in equation (11) provides internally consistent results.

6 Conclusions

Several aspects of the methodology presented here are
clearly outside the typical comfort zone of TDDFT cal-
culations. This includes the treatment of the continuum
by localized orbitals plus a heuristically motivated CAP
as well as the indentification of many-body wave functions
with simple Kohn–Sham determinants in various places.
While the error brought upon by these approximations
is difficult to assess, the main findings of this work are
intuitive and expected to be general. The physical picture
of a sudden removal which is often employed to motivate
ionization out of a single MO is questionable in the con-
text of present attosecond pump-probe setups. In fact, the
observed charge dynamics depends on the specific time
profile of the ionizing laser pulse and resembles none of
the individual MO hole densities. It is better described as

1 See [50] for a recent experiment in which the molecular orienta-
tion could be controlled.

correlated electron dynamics due to a coherent superpo-
sition of ionic states. Due to this field dependence, charge
migration also depends on the molecular orientation and
comparison to experimental observables requires proper
orientational sampling. For caffeine, we found that charac-
teristic charge oscillations survive this process and might
be detectable. A natural question then arises whether
nuclear motion might spoil the remaining signature of
charge migration. Several groups already worked on this
topic [15,51,52], although not including the mentioned
dependence on pulse profile and molecular orientation.
The present TD-DFTB based method lends naturally
to an Ehrenfest approach for electron-ion dynamics [16].
Here it would be necessary to evaluate the forces stemming
from the projected N − 1 particle density instead of the
N -particle density which stays always close to the ground
state for weak field ionization. Work in this direction is
currently in progress.
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